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Diffusion Model Post-Training Quantization

e Reduce DNN bit-precision.

— E.g., from 16-bit to 8/6/4/3/-bit

e Weight and activation quantization.

e Post-Training Quantization (PTQ) is low-cost,

doable on already trained DNN models.

Challenge: <4-bit Weight Quantization

Weight precision controls model size. Most

methods achieve 4-bit (W4) weight precision:
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However, 3- bit preC|S|on is a struggle

FID Score for PixArt-a/Z
generating 10k COCO images.
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Our Hypothesis: Weight Sensitivity Qualitative & Quantitative Results
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precision. Meanwhile, other weights are less
crucial and can be lowered to 3-bits.
Challenge: How to determine sensitivity?

Solution: Mixed-Precision Search Space
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Further, we propose an interpretable, sensitivity .
Extracted Insights

PixArt-Y 3.9-bit Block-level Scores

Insight-extracting and explainable optimization

algorithm to minimize FID and average bit
precision for several models (results in paper).
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